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摘要：利用传统的 Mean-Shift 算进行图像分割时，由于受迭代次数的限制，造成分割时间长，分

割精度低等缺点。本文提出了结合纹元直方图的 Mean-Shift 图像分割算法，该算法主要利用

Mean-Shift 块对图像进行分割。相对于传统的图像分割算法，本文提出的算法既考虑了图像的边

缘信息，又有效的减少了训练和分类的复杂度，大大的提高图像分割的准确率。实验表明，本文

提出的分割算法对图片中对象的分割效果更加明显；相对于传统的图像分割算法，本文提出的分

割算法在分割准确率上提高了 4.3%-18.25%。 
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0 引言 

图像特征可分为低层特征和高层特征两部分。图像分割是指根据图像的灰度、颜色、纹

理等底层特征把图像分割成具有不同特征的区域并提取出感兴趣目标的技术和过程。 

目前根据图像低层特征进行图像分割的算法包括基于区域的方法[1]、基于边缘的方法[2]、

基于聚类的方法[3]和基于特定理论工具的方法[4-6]。虽然这些方法在图像分割方面取得了一

定的效果，但是也存在一些缺点。如：基于区域的图像分割算法会破坏区域的边界，当区域

较大时分割的时间会很长；基于边缘的分割算法对边缘不明显的图片分割效果较差；基于聚

类的分割算法容易引起过分割，需要采取合并等过程；基于特定理论的分割算法由于采用的

算法的缺点限制，在进行分割过程中也会出现很多问题。 

本文采用的 Mean-Shift 算法是一种广泛使用的聚类算法，具有对噪声具有鲁棒性、分割

效果良好等优点。但是由于 Mean-Shift 算法采用的是一种迭代算法，分割精度的高低由迭代

次数决定，这就造成分割时间过长。 

本论文将 Mean-Shift 算法与最大响应滤波器组结合，生成 Mean-Shift 纹元直方图，进

一步再对图像进行分割。这样，就可以在减少迭代次数的同时提高分割的精度。 

本研究主要贡献为：将 Mean-Shift 算法与最大响应滤波器组结合，在低迭代次数的情况

下提高了图像分割的精度。 

本论文章节安排如下： 

第 1 部分，介绍 Mean-Shift 算法的基本概念； 

第 2 部分，获取 Mean-Shift 纹元直方图； 

第 3 部分，实验以及结果分析。 

全文最后是结语与展望。 
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1 Mean-Shift 算法 

1.1 基本 Mean-Shift 

Mean-Shift 是一种基于梯度的无参密度估计方法。Mean-Shift 算法就是一种基于核的目

标跟踪算法。接下来主要对 Mean-Shift 的基本思想进行阐述。 

设x𝑖，i=1,…,n,为 d 维欧式空间𝑅𝑑的 n 个空间点，在 x 点的 Mean-Shift 向量的基本形式

定义为：  
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其中𝑆ℎ是一个半径为 h 的高纬球区域，并满足以下关系的点 y 的集合。 
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K 表示在所有的 n 个样本点x𝑖中，有 k 个点落入区域𝑆ℎ内。 

从上述定义中，可以看出（𝑥𝑖 − 𝑥）是𝑥𝑖相对于点 x 的偏移量，公式(1)定义的 Mean-Shift

向量𝑀ℎ(𝑥)为对落入𝑆ℎ中的 k 个样本点的偏移量求均值。由于非零的概率密度梯度指向概率

密度增加最大的方向。因此，𝑆ℎ区域内样本点更多的是落在沿着概率密度梯度的方向。对应

的𝑀ℎ(𝑥)也是指向概率密度的梯度方向。 

 

图 1 Mean-Shift 示意图 

如图 1 所示，大圆圈代表𝑆ℎ，小圆圈代表落入𝑆ℎ区域内的样本点𝑥𝑖。中心的黑点为 Mean-

Shift 的基准点，箭头表示相对于基准点的偏移量。从图 1 中，可以很明显的看出，𝑀ℎ(𝑥)指

向样本分布最多的区域，即概率密度函数的梯度方向。 

1.2 核函数 

从公式(1)式我们可以看出，只要是落入大圆圈𝑆ℎ的采样点，无论其离基准点 x 远近，对

最终的𝑀ℎ(𝑥)计算的贡献是一样的。为解决这一问题，对 Mean-Shift 引进核函数的概念[7]，

这样，在计算𝑀ℎ(𝑥)时就可以考虑距离的影响。这样，样本点中每个样本对𝑀ℎ(𝑥)具有不同

的影响。重新定义的 Mean-Shift 如公式(3)所示： 
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公式中   1/2 1/2( )H i iG x x H G H x x
    ； ( )G x 是一个单位核函数； H 为一个

d d 的带宽矩阵； ( )iw x 为赋予采样点
ix 的权重，且 ( ) 0iw x  。 

在实际应用过程中，带宽矩阵 H 一般被限定为一个对角矩阵
2 2

1diag ,..., dH h h   ，公

式(3)通常也会被写为公式(4)的形式。 
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1.3 Mean-Shift 算法 

Mean-Shift 算法是指利用上述与核函数结合的基本 Mean-Shift 向量进行进一步迭代的

一种算法。 

利用公式(4)我们可以进一步推导从而到的公式(5)。 
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并将公式(5)中等号右边的第一项定义为 ( )hm x ，如公式(6)所示。 
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给定一个初始点 x ，核函数为 ( )G X ，容许误差为  ，Mean-Shift 算法循环的执行下文

中的三步，直至循环结束。 

1、 计算 ( )hm x ； 

2、 把 ( )hm x 赋值给 x ； 

3、 如果 ( )hm x x   ，则循环结束，否则执行步骤 1。 

根据公式(5)，可知  ( )h hm x x M x  。上述循环也是沿着概率密度的梯度方向移动，



 

 

同时移动的长度即于梯度的大小有关，也与该点的概率密度有关。 

1.4 利用 Mean-Shift 进行图像分割 

一幅图像可以表示成一个二维网格点上 p 维向量，每一个网格点代表一个象素， 1p 

表示这是一个灰度图， =3p 表示彩色图像。在考虑图像的空间信息与彩色信息的情况下，组

成一个 2p  维的向量 ( , )s rx x x ，其中，
sx 表示网格点的坐标，

rx 表示网格点上 p 维向

量特征。 

在利用核函数
,s rh hK 估计 x 的分布时，

,s rh hK 定义如公式(7)所示 
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其中 ,s rh h 控制着图像平滑的解析度，C 代表一个归一化常数。 

本文分别用
ix 和

iz ，i=1,…,n表示原始和平滑后的图像，用 Mean Shift 算法进行图像平

滑的具体步骤如下： 

对每个像素点 

 (1)、初始化 1j  ,并且使 ,1i iy x  

 (2)、运用 Mean Shift 算法计算 , 1i jy  ,直到收敛.记收敛后的值为 ,i cy  

 (3)、赋值  ,,s r

i i i cz x y  

利用 Mean-Shift 算法进行图像分割即只需要把收敛到同一点的起始点归为同一类，并

将其标号赋予起始点[8]。 

2 Mean-Shift 纹元直方图 

2.1 滤波并生成特征向量 

为了生成 mean-shift 纹元直方图，本文利用五维的 mean-shift 分割，其中两维表示 x,y

坐标，另外三维表示 Luv 彩色空间信息。所有的数据集具有如下特征：空间半径，2
sh +1=7；

彩色半径 2
ch =7。 

纹元和色彩信息是利用最大响应滤波器对图像进行处理得到。最大相应滤波器是由一组

线性滤波器组成。包括一个高斯滤波器和一个拉普拉斯高斯滤波器（这两个滤波器具有旋转

对称性）；一个有三个方向的边缘相应滤波器和一个有三个方向带阻滤波器（这两个滤波器

是定向的，在每一维上都有 6 个方向）。 

特征向量包括由两个拉普拉斯滤波器对 L 通道 2 4 （ 、），6 个一维高斯高斯滤波器对

L、u、v 的响应 =2 4（ 、），以及带阻滤波器和边缘相应滤波器在 6 个不同方向 - / 6（0 5 ）



 

 

和三个不同方向上的响应。通过上述方式，在输入为 38 维向量的情况下通过最大相应滤波

器组可以得到一个 10 维的向量特征。 

2.2 纹元直方图 

训练集图像经过最大响应滤波器获得所有的特征向量，并利用 K-means 方法进行聚类

建立纹元库。 

传统的基于直方图的图像分割，都是使用窗口纹元直方图对图像进行建模，本文是采用

对利用 Mean-Shift 算法分割后的图像区域块建立相应的纹元直方图，纹元直方图建立方法

如公式(8)所示 

 ( ( ) )
j M

count T j i


h(i)=   (8) 

在这里，M 表示经过 Mean-Shift 算法分割后的图像块，i 表示纹元直方图中的第 i 个元

素，T(j)表示分配到像素 j 的纹元值。将 Mean-Shift 算法分割后的图像块与纹元直方图结合

有以下优点： 

1、 Mean-Shift 块考虑的图像的边缘信息； 

2、 经过Mean-Shift算法将图像分割成更小的图像块，有效减少了训练和分类的复杂度； 

3、 将视觉上空间紧凑的点聚集在了一起并标注，这样比使用任意矩形窗口更符合实际； 

3 实验 

本实验主要将 Mean-Shift 算法与本文结合纹元直方图后改进的 Mean-Shift 算法对图像

分割结果进行对比。 

3.1 实验设计 

实验环境为 CPU3.20GHz，内存为 4.0Gbyte，操作系统为 Windows8.1，仿真平台为

MATLAB2014a。 

3.2 结果与分析 

实验采用 Berkeley 标准图像分割库，共包含 300 福彩色图像，本文选取其中具有代表

性的六幅图像，分别包含六中不同的对象和不同背景。并分别采用了一些经典的算法与本文

提出的算法进行了对比分析。图 2 和图 3 分别展示了滤波后的直方图和本文算法与其他图

像分割算法的比较。主要选取了 P1-P6 共 6 幅图像。表 1 是针对这六幅图像的分割正确率

的一个统计。 

根据本文第二章节所述，本文采用的方法主要先对图像进行滤波；然后利用看 kmeans

对获得的特征向量进行聚类，最后利用 Mean-Shift 纹元直方图对图像进行分割。图 2 就是

利用 kmeans 对向量聚类后的直方图表示。 

      

原始图像 

      

滤波后聚类的直方图 

图 2 滤波后利用 Kmeans 进行聚类的直方图表示 

本文主要采用是结合纹元直方图的 Mean-Shift 分割算法。本文利用一下分割算法与本



 

 

文算法进行对比：基于邻近区域分割；基于 K 邻近区域分割和基于 Mean-Shift 算法分割。

利用以上方法的对比，对本文提出的算法进行总结。对比结果如图 3 所示 

P1 P2 P3 P4 P5 P6 

      

a 原始图像 

      

b 基于邻近区域分割结果 

      

c 基于 K 邻近区域分割结果 

      

d 基于 Mean-Shift 算法分割结果 

      

e 本文算法分割结果 

图 3 邻近区域分割、K 邻近区域分割、Mean-Shift 算法分割及本文方法分割结果比较 

根据实验结果我们可以对六幅图像的分割准确率进行对比，本文中采取的对比方法如下：

每幅图像选取一个对象作为分割基准，根据分割出来的对象大小与对象原来的大小进行比

较，得出准确分割率。在本文的六幅图像分别选取飞机、猫头鹰、小岛、猎豹、马、大象作

为分割对象。统计结果如表 1 所示。表 2 中为本文所用算法与其他分割算法对样本分割的

准确率均值统计表，从表 2 中可以总结出，本文算法相对于其他分割算法对对图像分割的

准确度有明显的提高。 

表 1 本文所使用图像分割准确率统计 

图 P1 P2 P3 P4 P5 P6 平均 

邻近区域分割算法 79.5% 77.3% 60.1% 65.2% 30.4% 79.6% 65.35% 

k 邻近区域分割算法 80.8% 81.6% 69.7% 63.9% 41.2% 81.3% 69.75% 

Mean-Shift 算法 87.9% 86.3% 71.8% 78.7% 70.6% 80.6% 79.3% 

本文算法 93.7% 88.3% 78.5% 80.2% 70.5% 90.3% 83.6% 

 

表 2 本文所用算法与其他分割算法对样本分割的准确率均值统计表 

分割方法 邻近区域分割算法 k 邻近区域分割算法 Mean-Shift 算法 本文算法 

所有样本分割准确率均值 62.37% 68.19% 79.69% 84.31% 



 

 

 

 

图 4 本文所使用图像分割准确率图表示 

 

根据实验获得的图 2、图 3、图 4 和表 1 可以得出以下结论： 

（1） 本文所提出的算法，在图像分割过程中相对于其他算法分割效果跟明显，能够

基本完整的分割出对象。 

（2） 相对于其他分割算法，本文提出的分割算法在准确率上有明显的提高。 

但是本算法还有一些不足之处，在图像 P5 中，由于背景信息过于复杂，导致本文

算法分割的准确率低于 Mean-Shift 算法分割的准确率，在后期的研究工作中如果加入

语义方法，是可以解决背景信息复杂导致分割准确率下降的问题的。 

4 结语与展望 

本文提出了结合纹元直方图的 Means-Shift 图像分割算法，该算法主要利用 Mean-Shift

块对图像进行分割，既考虑了图像的边缘信息，又有效的减少了训练和分类的复杂度。实验

结果表明分割准确率得到了明显的提高。 

但是本算法还是会产生过分割的情况。从长远来看，本算法可以进一步结合图像语义信

息，相信在高层语义层次结合本文方法对图像分割效果会更加明显。 
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An improved image segmentation algorithm based on Mean-Shift 
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Abstract: Traditional segmentation based on Mean-Shift is time consuming and low segmentation 

accuracy limited by the number of iterations. The paper proposed a new image segmentation algorithm 

based on Mean-Shift. It combine texton histogram with Mean-Shift. Comparing with traditional image 

segmentation algorithm, this algorithm takes into account the edge information of the image. 

Furthermore, It decrease the complexity for training and classification. Experimental shows that the 

algorithm proposed in this paper has better result during image segmentation. Comparing with the 

traditional image segmentation algorithm, The segmentation accuracy for this algorithm increased 4.3%-

18.25%. 

Keywords: Mean-Shift algorithm; Maximum response Filter; Texton histogram; K-means clustering; 

Mean-Shift patches  

 


